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Abstract

Machine learning techniques are used to classify leaves based
on their shapes. The performance of naive Bayes classifica-
tion, decision trees, and k-Nearest Neighbor classification are
compared. The technique with the best average performance
is decision tree classification with 65.36% accuracy over test-
ing data. We also evaluate the change in performance of these
techniques after applying Principal Component Analysis to
reduce the number of attributes in the data set.
Keywords: classifying leaves, decision trees, Bayesian
learning, kNN, principal component analysis.

Introduction

In this paper, we will be working with a data set that con-
tains 100 different leaves with 16 examples for each (Mallah,
Cope, and Orwell 2013). It has 64 attributes, based on the
shapes of the leaves. Different approaches used to obtain the
attributes from images of leaves will be discussed. The per-
formances of decision trees, neural networks, naive Bayes
classifier, and k-nearest neighbor algorithms, will be com-
pared. Principal component analysis (PCA) will be applied
to the data set to reduce the number of attributes. The trade-
off between computation time and accuracy will be evalu-
ated for varying numbers of attributes (after PCA).

Obtaining Data From Leaf Images

Several steps are used to obtain shape signatures from im-
ages of leaves (Beghin et al. 2010). The first step is to use
Otsu’s thresholding method to get greyscale images, and the
second step is to get two contour signatures from these im-
ages. The first contour signature measures the distance be-
tween the contour points and the center of the leaf, and the
second signature measures the angles between the contour
points and the center point (Beghin et al. 2010). A Gaus-
sian filter is used to correctly differentiate lobed leaves from
serrated leaves (Beghin et al. 2010). The results from both
shape and texture analysis methods in (Beghin et al. 2010)

are fairly poor, but when the two data sets are combined,
better results are achieved.

Our data set uses images of leaves and extracts the at-
tributes with the following methods (Mallah, Cope, and Or-
well 2013). To extract texture data from leaves, their vein
fabric can be analyzed. In (Cope et al. 2010), three dif-
ferent texture analysis methods are explored: Gabor filters,
co-occurrence matrices, and Fourier descriptors. In testing,
their own method is introduced that combined these tech-
niques to achieve better results.

This dataset contains 100 species of leaves with 16 samples
for each, giving us 1,600 instances (Mallah, Cope, and Or-
well 2013). Each sample has 64 attributes obtained with
these methods (Mallah, Cope, and Orwell 2013). Figure 1
illustrates how two leaves from the same species can vary
greatly.

Figure 1: Two leaves both from the species Acer Platanoids
illustrate the variation of different leaves within the same
species (Mallah, Cope, and Orwell 2013).



Data Preparation

Two different random shuffling approaches are applied to
the data before using machine learning techniques. The first
approach randomly shuffles and splits the data into training
data with 1,200 instances (75%) and testing data with the re-
maining 400 (25%) instances. The second approach uses the
same training and testing data sizes, but randomly selects 12
instances from each species. This equal representation shuf-
fling approach prevents species from being over or under
represented. To reduce the effect of outliers on test results,
we averaged results over 50 trials.

Naive Bayes

One machine learning technique tested is the naive Bayes
classifier. This technique uses Bayesian learning with the
assumption that all attributes are independent, to predict the
most likely classification for an instance (Mitchell 1997).
The naive Bayes classifier correctly classifies 62.69% of
the entire shape data set (without separating the data set
into training and testing). The similar method conducted
in (Beghin et al. 2010), achieves 69.2% accuracy, although
only 18 species of trees are examined and the testing and
training percentages are not mentioned. We observe from
the confusion matrix that some species of leaves are per-
fectly classified, while others are completely misclassified.
This is a common issue for leaf classification because leaves
from the same species can vary greatly. Figure 2, illus-
trates the performance of the naive Bayes classifier for all
100 species. When using the naive Bayes classifier for new
instances, it performs poorly.

Figure 2: Bar graph of Naive Bayes performance.

Decision Trees

Another technique we test is classification with decision
trees. Decision trees correctly classify 65.36% of the in-
stances with the equal representation shuffling approach and
64.77% with the first random shuffling approach. These
trees created from the equal representation shuffling ap-
proach correctly classify an average of 71.49% over the en-
tire data set. The performance of one of these trees is shown
below in Figure 3.

Figure 3: Bar graph of classification tree performance.

K-Nearest Neighbor

We apply the k-Nearest Neighbor algorithm, which plots the
instances in Rn, where n is the number of attributes, and
classifies new instances based on their location (Mitchell
1997). For our work, Euclidean distance is used to find
the k nearest points used to classify new instances. With
k = 1, we obtain the highest accuracies with 62.27% for
random shuffling and 53.49% for shuffling with equal rep-
resentation. Figure 4 shows an example performance of this
technique.

Principal Component Analysis

Principal component analysis can be used to reduce the num-
ber of attributes in a data set if they are correlated with



Figure 4: Bar graph of K-Nearest Neighbor performance.

each other (Jolliffe 2002). We use PCA to transform the
64 attributes into principal components that are ordered in
decreasing variance. These components are generated to
be orthogonal to each other so they are uncorrelated (Jol-
liffe 2002). The first five principal components account for
97.6% of the variance. We create a new data set with these
five components.

Performance After PCA

The performances of the previously tested techniques are
reevaluated with the new data set obtained after PCA. As
listed in Table 1, decision trees have the lowest decrease in
performance. The increased performance for naive Bayes
classification is likely caused by the generation of the prin-
cipal components to be orthogonal to each other, because
naive Bayes uses the assumption that all attributes are un-
correlated.

Table 1: Comparison of the Machine Learning techniques’
performances before and after applying PCA.

TECHNIQUE ORIGINAL PCA
DATA (%) DATA (%)

DECISION TREES 65.36 63.84
KNN (EQUAL SELECTION) 53.49 46.49
KNN (RANDOM SHUFFLE) 62.27 52.81
NAIVE BAYES 62.69 64.75

To see how the number of principal components affects ac-
curacy, we test the results for decision trees with random

shuffling. We vary the number of principal components from
1 to 8 and the results are shown in Figure 5. This shows
that after 5 principal components are included, the increase
in performance for each additional component drops signifi-
cantly. We also measure the total time elapsed after 50 trials.
As Figure 6 shows, the increase in run-time is approximately
linear after selecting two principal components.

Figure 5: The performances of decision trees for varying
numbers of principal components.

Figure 6: The time elapsed for 50 decision trees trials with
varying numbers of principal components.



Conclusions and Future Work

After testing the naive Bayes classifier, decision trees, and k-
Nearest Neighbor, we found that decision trees have the best
performance. The performance of decision trees is 65.36%,
which shows the need to combine more attributes (from dif-
ferent leaf signatures) to obtain better classification. Princi-
pal component analysis gives promising results for attribute
reduction. The five principal components with 97.6% of the
variance allow for a small decrease in performance, while
significantly improving the efficiency of data analysis.

Future possibilities for this research include the combining
of additional leaf data sets after PCA, and determining what
other leaf attributes could be useful for classification. We
would also like to explore the causes behind the kNN per-
formance differences. A useful extension of this work would
be a mobile application for active species classification for
images of leaves.
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