CS310 Exam 2 Review
Ch6. Bayesian learning

· Theorem of total probability

· Probability of joint dependent events

· Bayes theorem
· A) Find most probable h given D and H ( P(h|D)

1. MAP

2. ML

· B) Find most probable classification for x given D and H 

1. BOC – Σv P(v|h)*P(h|D) ( THE BEST
2. Gibbs classifier

3. NB classifier P(v)*∏i P(ai|v)
· M-estimate
4. BBN = nodes + arcs + conditional probability tables

· less restrictive than NB

· P(A1|A2,V) = P(A1|V) - A1 and A2 are conditional independent given V
· P(x1,…,xn) = ∏i P(xi|parents(xi)) 

Ch8. Instance based learning

· Prototype methods (uses prototypes as class representatives)
1. Min. dist. classifier – one prototype = class center
2. k-means clustering – delivers k prototypes for one class (partitions one class into k subclusters or into a Voronoi space of k areas
3. k-prototypes classifier 
· assign text point x to the class of its closest prototype (project idea: compare K-prototype with kNN; also use label of more than one prototype in classification)
· drawback” prototypes near boundary ( use LVQ to “push” them more inside

· effective when prototypes are well positioned + data (linearly) separable
· K-nearest neighbors (uses all data) - simple and weighted versions
· Stores all data
· Test point x classified as the majority of its k nearest points
· Slow at query time

· Fooled by irrelevant attributes

· Not good for data with more than 20 attributes ( curse of dimensionality

· Can learn complex boundaries (target functions)

· Good for image classification (Statlog project)
Ch9. Genetic algorithms

· Breed a population of possible solutions until desired accuracy obtained or after a max no. of generations

· Population 

· h are usually binary bit strings
· representation of h is critical in GA

· Fitness function

· Crossover rate

· Mutation rate

· Rare ~ 1/1000
· Can spin you out of local minima
· Selection 

· Roulette wheel – drawback: highly fit individuals quickly reproduce 
· Tournament selection – pick two h rand., than apply Roulette to the two h
· Fitness sharing – high fit hypot. get lower score if they are similar
· Schema theorem 

· More fit schemas will grow in influence, especially schemas having many * 
· Not guaranteed to find optimal solution

· Applied in optimization problems, e.g. circuit layout

Ch4. Artificial neural networks

· Components

· Perceptron

· Transfer fct. = sign

· Perceptron learning rule

· Gradient descent (delta) rule

· Feed forward neural network

· Transfer fct. = sigmoid

· Backpropagation training

· Bias

· Powerful learning tool ( NN with 3 layers can approx. any fct.

· Tolerates noise

· Overfitting ( k-cross validation

· Slow training

