Computer Ethics Case Study: Artificial Intelligence & Robotics
Assignment Description
On October 25, 2017, Sophia the robot was granted citizenship in Saudi Arabia making history as the first ever robot to be granted such rights. Companies such as Hanson Robotics, the company behind the development of Sophia, are contributing to the advancement of artificial intelligence and human-like robots.  This technology has sparked controversial and serious ethical concerns. At first glance, there appears to be many positives for robots like Sophia – reduction in human error, removal from life critical and mundane tasks, companionship for the isolated, etc. But what are the negatives? What should robotic citizenship entail, or should it not exist at all? What are the safety concerns?  How do we separate robots designed specifically as a tool with a singular purpose and those that learn and interact in a human-like manner?
The goal of this assignment is to consider the ethics of robotics and artificial intelligence and be able to articulate your position clearly and logically in a debate and a paper. Along with the required reading, you should spend time researching this case, finding your own sources and information, and supporting your position with evidence. 
Timeline
Mon, Feb. 25: 

Case Introduction (in class)
Fri, Mar. 1:

In-Class Debate – You have been divided into groups representing the
major parties in the case. You will need to meet with your group in advance of Friday to discuss the case and prepare your introduction. You should also prepare talking points to reinforce your side’s position. 
The debate will begin with a 5-minute introduction from each group, and then each group may begin responses to their opponents’ claims. You should be familiar enough with the cases to discuss and argue your position for 30 minutes. 
Wed, Mar. 6:

Paper – After the debate, you’ll write a 2 to 3-page paper articulating your 

position and arguing for the resolution you believe is appropriate. You should consider responses to this position and how you would defend your position from these arguments. Use 12-point Times New Roman font, 1.5-line spacing, and be sure to include (1) at least two references not in the required reading, and (2) at least one reference to a point made in the debate. You should include a references page and citations. 
GROUPS
1. Robotic Companies (e.g. Hanson Robotics) – Matthew, Ivan
2. General Public for -  Angelo, Oliver
3. General Public against –
Nicole, Maya






4. Regulating Authorities –  Mika, Minhwa, Skylar
5. Algorithm and Software Designers – Maxwell, Nick, Kotaro








Resources
Required reading:

· https://www.forbes.com/sites/zarastone/2017/11/07/everything-you-need-to-know-about-sophia-the-worlds-first-robot-citizen/#4b2fd0f246fa
· https://www.cnbc.com/2018/06/05/hanson-robotics-sophia-the-robot-pr-stunt-artificial-intelligence.html
· https://intelligence.org/files/EthicsofAI.pdf  (More of a skim read)
· http://go-boldly.io/tips/7-advantages-of-artificial-intelligence/
· http://www.hansonrobotics.com/the-robot-revolution-humanoid-potential-moving-upstream/
Project Assessment
Debate – 50%
· 20% – Participation
· 15% – Preparation and quality of introduction
· 15% – Clarity of arguments 
Paper – 50%
· 20% – Clarity and strength of argument 

· 10% – Identifying objections and strength of your response

· 10% – Spelling, grammar, and overall structure of paper
· 10% – Creativity and strength of your 2 original sources
Course Goals & Learning Objectives
This project is designed to fulfill the “professional responsibilities” goal of the course goals and learning objectives. 

4) Professional Responsibilities: Students should have an awareness of the wide range of social concerns influenced by the discipline.

Success in achieving this goal will be assessed by your ability to:

a) Develop a deeper understanding of the rules of conduct for a computer scientist as formulated in the ACM’s Code of Ethical Conduct. [Knowledge]
b) Analyze a computer ethics case study. [Synthesis]
c) Understand the ethical responsibility to test problem solution correctness. [Knowledge]

