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(+ some supplemental material)



Graph
• Given a weighted graph and two vertices u and v, we want to find a path of 

minimum total weight between u and v.
• Length of a path is the sum of the weights of its edges

• Example: shortest path between Providence and Honolulu
• Applications

• Internet packet routing 
• Flight reservations
• Driving directions



Shortest Paths



Example: shortest paths from s



Shortest Path Trees  != Minimum Spanning Trees

Consider the following graph.

Shortest path tree (rooted at A) MST



Negative Weight Edges



OPTIMAL SUBSTRUCTURE
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CYCLES
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OUTPUT OF SINGLE-SOURCE SHORTEST-
PATH ALGORITHM
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INITIALIZATION
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RELAXING AN EDGE (u,v)
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RELAXING AN EDGE (continued)
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SHORTEST-PATHS PROPERTIES
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THE BELLMAN-FORD ALGORITHM
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THE BELLMAN-FORD ALGORITHM   
(continued)
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So, in a connected graph Bellman-Ford runs in O(nm) time



EXAMPLE
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SINGLE-SOURCE SHORTEST PATHS IN A 
DIRECTED ACYCLIC GRAPH
Since a dag, we’re guaranteed no negative-weight cycles. 
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EXAMPLE
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So, in a connected DAG, the DAG-based algorithm runs in O(m) time



DIJKSTRA’S ALGORITHM
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DIJKSTRA’S ALGORITHM (continued)
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DIJKSTRA’S ALGORITHM (continued)
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Like Prim’s algorithm, Dijkstra’s algorithm runs in O(m log n) time on a connected
graph if we use a binary heap to implement the priority queue.



EXAMPLE
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Correctness

The algorithm extracts vertices from 
the heap in order of shortest 
distance from the source.  
Inductively, if the algorithm has 
found the shortest paths to some 
set S, the shortest path to the 
closest vertex in V-S can be found 
by appending a single edge to a 
path to some vertex in S.


